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Abstract 

In recent years, with the rapid development of humanoid robots, more and more 
researchers have begun to explore how to endow robots with the ability to perceive the 
environment. The ground classification can be realized through the tactile information 
between the robot and the ground. However, the existing research mostly obtains the 
tactile information through indirect methods. This paper designs a ground classification 
system of biped humanoid robot based on direct tactile information only. The system cut 
the signal reasonably by using the sliding window algorithm, and extracts the features 
of the signal flexibly and effectively by controlling the size of the window. Based on the 
probability model and decision tree model, we propose a random fuzzy algorithm, which 
maps the two classifiers into fuzzy multiple classifiers through priori probability, and 
selects the appropriate filtering algorithm to improve the classification accuracy. In the 
same data set, the classification accuracy of the random fuzzy algorithm is 92%, and the 
classification accuracy of the directed acyclic graph algorithm is 89.2%. The random 
fuzzy algorithm proposed in this paper can assist the biped robot to realize ground 
recognition only based on direct tactile information. 
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1. Introduction 

The ground type recognition technology is one of the key technologies of robot environment 
perception. Efficient and accurate recognition of the current ground type can assist the robot 
to pass through various complex ground safely. The traditional ground classification algorithm 
is mainly aimed at wheeled robots. However, at present, the foot robot has a broader 
development prospect and application value [1,3]. Therefore, it is necessary to study the 
ground type recognition algorithm suitable for the motion mode of the foot robot. 

Mobile robot can be divided into wheeled robot and foot robot according to its movement mode. 
Since Iagnemma and Dubowsky [4] proposed the ground classification method based on 
vibration data in 2002, the ground classification of wheeled robots has been a research hotspot, 
and the relevant methods and theories tend to be perfect and mature [5,7]. However, the foot 
robot is superior to the wheeled robot in terms of crossing obstacles and appearance, and 
Hoepflinger [8] proposed a new method of terrain surface classification of leg robot based on 
tactile information, which verified the feasibility of studying the ground classification of foot 
robot based on tactile information. The ground classification of foot robot has become a new 
research hotspot. 

The classification methods for the ground classification research of foot robots include back-
propagation neural network [9], support vector machine (SVM) [9-14] and deep learning 
neural network [15]. SVM-based classification algorithm is one of the most widely used and 
most applicable algorithms. However, due to the limitation of binary classifiers to classify data 
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groups one by one, the recognition rate using SVM classification method may be less than 50%, 
and there is no good solution for the time being [9]. 

As the most advanced terrain classification methods are based on force/torque sensors, 
Cutkosky [13,14] et al. designed a micro tactile sensor array for directly measuring the ground 
reaction force of a small legged robot, and found that the tactile information obtained by the 
direct method and the indirect method has very high similarity. However, this method still 
depends on other sensor data, and cannot achieve terrain type classification only based on 
tactile information. This is because in the terrain type classification system based only on tactile 
information, the force/torque sensor data is one-dimensional multi-channel, while the pressure 
sensor data is one-dimensional single-channel, which greatly increases the difficulty of feature 
extraction. 

In this paper, the sliding window algorithm is used to extract the characteristics of one-
dimensional single-channel tactile signals, and the feature selection is realized by selecting the 
appropriate window size and moving interval. Based on probability theory and decision tree 
algorithm, a random fuzzy support vector machine (RFSVM) is proposed. Compared with 
probability classification algorithm and decision directed acyclic graph support vector machine 
(DDAG SVM), RFSVM has 89.6% accuracy and improves the preference characteristics of the 
system. RFSVM and DDAG are complementary, and the combination of RFSVM and DDAG can 
achieve 92% classification accuracy. 

2. Data sets and feature extraction 

In this section, we will introduce the data set used in the experiment and the method of 
extracting the time-domain characteristics of the signal using the sliding window algorithm. 

2.1. Data sets 

The main working environment of the humanoid robot is indoor. In order to simulate the real 
working environment of the robot, this paper selects five common indoor ground types. They 
are hard wood surface, smooth foam surface, smooth carpet surface, rough foam surface and 
rough carpet surface, which are marked as ground I, ground II, ground III, ground IV and ground 
V. See Figure 1 for details. 

The data set is recorded when the robot walks at a constant walking speed and normal gait. 
This paper does not discuss the impact of speed on classification results [16,17]. 

 
Fig. 1 Physical map of five kinds of ground 

This paper controls the speed of KHR-3HV robot by controlling the input frame rate 
ratef .The 

frame frequency used is 20ratef ms frame= , the sampling frequency is 20samplef Hz= , and the 

walking speed is 190V frame step= , so the data points collected in one step in the experiment is 

76M =  points. Figure 2 shows the voltage signals collected by the humanoid robot on five kinds 
of ground. 

(a) class I (b) class II (c) class III (d) class IV (e) class V
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Fig. 2 Voltage signal diagrams collected on five kinds of ground 

2.2. Time domain feature extraction by sliding window algorithm 

Traditional statistical methods and principal component analysis methods are the mainstream 
methods of feature extraction in time-domain amplitude analysis, but it is still challenging to 
effectively extract the feature information of one-dimensional single-channel data collected 
only based on pressure sensors. In the field of digital signal analysis, the cutting method is 
commonly used to analyze one-dimensional single-channel signals, that is, a long sequence is 
cut into several subsequences [18,19], which is successfully converted into a one-dimensional 
multi-channel signal problem, and then the statistical method and principal component 
analysis method are used to extract the time-domain amplitude characteristics of the signal. 
Sliding window algorithm is a special signal analysis method in cutting method. 

 Figure 3 shows that the sliding window algorithm has four window sliding modes according to 
the different starting and ending positions of the window. In order to reduce the dimension of 
feature space, this paper adopts the window sliding mode from B2 to E1. The operation steps 
of sliding window algorithm are as follows: 

Input the original signal 
ix  whose length is N , ( ) ( ),1 ,2 ,3 , 1 ,, , , , ,i i i i i N i Nx n x x x x x−= . 

Select the appropriate window size W  and the interval M  for each window movement, and 
W N . 

The window starts at B2,  , ,     0,l r l rWindow x x x x W= = = . 

Intercept the signal in the rectangular frame as the segmented sub-signal S , and extract the 

feature f  of S . ( )   , ,i l rS x x x n n x x = =  ; 
max1    , ( )max 1N W M = − + . 

Move the window to the right by M points. Judge whether constraint F is true. If the condition 
is true, execute step (4); otherwise, execute step (6). 

Output eigenvector ( )1 2 1, , ,iF f f f−= . 

 
Fig. 3 Schematic diagram of sliding window algorithm 

On the premise that the input signal is unchanged, the parameters W  and M  determine the 
result of feature extraction. The input signal is F, the window movement interval is F, and the 
extracted feature vector is marked as F. When F, there is 

B2B1 E1 E2

Signal Begin Signal End

Window Begin Window End

Sliding
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And 
1,     1,2, ,m

i iF F m N =                                                         (2) 

That is, when the window size is fixed, any eigenvector m

iF  is a subset of eigenvector 1

iF . 

Selecting appropriate parameter M  is equivalent to feature selection. 

When W  is fixed, as M  increases, the length of the feature vector decreases rapidly, and the 
details of the signal can be well preserved. But when M  is large enough, a lot of details will be 
lost. When M  is fixed, as W  increases, the length of the feature vector decreases, the details of 
the signal are lost, and the feature curve tends to be smooth. 

This paper compares 15 commonly used time-domain amplitude features such as maximum, 
minimum, average and root mean square, and based on the comprehensive performance of all 
aspects, the root mean square (RMS) feature is selected finally. Figure 4 shows the root mean 
square characteristics of five kinds of ground. 

 
Fig. 4 RMS characteristics of five terrestrial signals 

3. Random fuzzy support vector machine 

In this section, we will introduce how to use support vector machines and one-to-one 
algorithms to solve multi-classification problems. Platt [20] et al. proposed directed acyclic 
support vector machine based on decision tree, but DDAG algorithm has problems of tree node 
selection and error deposition. In view of these problems, this paper proposes a random fuzzy 
classification algorithm. 

 Support vector machine is a machine learning method based on statistical learning theories 
such as VC dimension theory and structural risk minimization principle [21-24]. As shown in 
Figure 5, the core idea of SVM-based classification is to construct a hyperplane ( )g b=  +x w x  

in the selected feature space, so that it meets the principle of maximizing the classification 
interval and separate the training sample points as far as possible. The standard hyperplane is 
shown in Formula 3. 

( )

2

2,

1
               min

2

1    , 1,2, ,

b

i iy b i l +  =

w
w

w x

                                                   (3) 
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Fig. 5 RMS characteristics of five terrestrial signals 

The standard SVM was originally used to solve the binary classification problem, so the multi-
classification problem is often transformed into a binary classification problem that is easier to 
handle. The core idea of the one-to-one algorithm proposed by KreBel [25] is to construct 

( )1 2C C −  binary classifiers to solve an C  class problem. In this paper, a random fuzzy support 

vector machine is proposed based on one-to-one algorithm and probability theory. The 
accuracy of the algorithm is equivalent to that of DDAG, but the design idea is simple, and it can 
also be combined with DDAG to achieve higher classification accuracy. 

Take three classifications as an example. First, we need to transform three types of problems 
into three types of two classification problems, and define the two classifiers composed of class 
i and class j as ijB . 

( )
ositive

e
3

i

1    
1

gat

P

v0 e

;
    ; 2,13,2

    ; N
ijB ij


= =


x                                            (4) 

For the known input k, the probability of two classifiers ijB  to distinguish it as class i is ,k ijP+ , and 

the probability of distinguishing it as class j is ,k ijP− . 

, , 1, 12,13,23k ij k ijP P ij+ −+ = =                                                    (5) 

Definite 1, 2, 3,, ,
T

ij ij ij ij    =   . 

,

1, 2, 3,

,

,

1, 2, 3,

; 1

; 12,13,23

; 0

k ij

ij

ij ij ij

k ij

k ij

ij

ij ij ij

P
B

P P P
ij

P
B

P P P



+

+ + +

−

− − −


=

+ +
= =


= + +

                                        (6) 

ij means that for the unknown class input sample x, when the output of the second classifier 

ijB  is 1 or 0, the system thinks that the possibility of 1,ij  is Class 1, the possibility of 2,ij  is Class 

2, and the possibility of 3,ij  is Class 3. 

For a five-class problem, we need to construct 10 secondary classifiers, which are marked as 
0,1, ,8,9nB n =， . For the input sample x, the probability distribution function ( )n x  about x can 

be obtained from the output of the two classifiers 
nB . The highest probability category can be 

obtained by superposing all prior probabilities ( )n x  with probability classification method. 

However, this method makes the system have serious decision preference, so random number 
is introduced to eliminate that. 
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The probability distribution function ( )n x  is mapped to the interval [0,1], and the probability 

distribution density function ( )n x  is obtained. The points in the real number space [0,1] 

correspond to each category. The probabilities of any point in the interval belonging to Class I, 
Class II, Class III, Class IV and Class V are 

1,n ,
2,n ,

3,n ,
4,n  and 

5,n , respectively, as shown in 

Figure 6. At this time, the interval [0,1] can be regarded as a multiple classifier, and the input x 
is replaced by the random number r of the interval [0,1]. The same input x may be mapped to 
different random numbers, so x may be assigned to different classes, so it is called random fuzzy 
algorithm. 

 
Fig. 6 The probability distribution density function ( )n x  

The accuracy of a single random fuzzy multiple classifiers is very low, and can be improved by 
combining multiple classifiers. The algorithm first selects the two categories with the highest 
number of votes, and then makes decisions through a layer of SVM. The algorithm flow is shown 
in Figure 7. In the figure, "i vs j" represents the SVM secondary classifier trained with class i as 
positive samples and class j as negative samples. The probability distribution function 
corresponding to input x is ( ) posk =P P  (or ( ) negk =P P ) according to the positive (or negative) 

output of SVM. 

 
Fig. 7 Flow chart of random fuzzy algorithm 

Since the RFSVM algorithm uses random number r to replace input x, it can repeatedly input x 
and extract the features of the output sequence to improve the accuracy. As shown in Figure 8, 
the RFSVM algorithm is cycled several times until the output sequence meets the sequence 
feature screening requirements. 

 
Fig. 8 Loop RFSVM Algorithm 
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4. Experimental result 

Each of the five ground training sets is 120 sets. The moving window algorithm is used to 
extract RMS features as the training set of the classifier, and the same method is used to 
generate the test set. 

 
Fig. 9 Accuracy of different W and M 

The influence of window size W  and moving interval M  on the accuracy of the classifier is 
shown in Figure 9. The relationship between W  ，M  and accuracy is complex and nonlinear, 
so we should treat them as a whole. They also determine the dimension of feature space, so the 
final choice in this paper is =26; 5W M = . 

The classification results of five ground test sets using probabilistic classification, RFSVM and 
DDAG SVM algorithms are shown in Table 1. P represents the ratio of the number of classes I 
that are correctly classified to the total output of classes I. R represents the ratio of the number 
of classes I that are correctly classified to the total input of classes I. 

The accuracy of RFSVM algorithm is equivalent to that of DDAG algorithm, which is 89.6% and 
89.2%. The standard deviation of recall rates for all class using probabilistic classification, 
RFSVM and DDAG algorithms is 0.095, 0.077 and 0.082. The minimum standard deviation of 
RFSVM algorithm shows that it can effectively improve the preference characteristics of the 
system. Class I and Class III using RFSVM have high recall rate, and its accuracy reaches 99.6% 
and 100%. If the input is recognized as Class I or Class III by RFSVM, the probability of its actual 
being class I or class III is 99.8%. This is important for robots to respond and add new classes 
to the database. 

RFSVM algorithm has high accuracy and recall rate for class I and class III. Due to the use of 
random numbers, RFSVM and DDAG algorithms have nonlinear correlation. The accuracy of the 
system can be further improved by combining RFSVM and DDAG algorithm. 

This paper compares three methods for extracting the features of output sequence: 1) The first 
occurrence of a duplicate class in the output sequence, 2) At least two of the three consecutive 
output sequences are the same, and the number of cycles is not limited, 3) At least two of the 
three consecutive output sequences are the same, and the number of cycles is limited to no 
more than five. The accuracy of the three methods is 90.0%,92.0%,91.8%, see Table 2 for details. 

The higher the limit of output feature, the higher the accuracy of the system, and the higher the 
time cost of corresponding recognition. The accuracy of no more than five cycles is very close 
to that of unlimited cycles. In practical applications, the accuracy and time cost can be balanced 
by setting sequence characteristics and limiting the number of cycles. 

 



International Journal of Science Volume 10 Issue 3, 2023 

ISSN: 1813-4890  
 

198 

Table 1 Classification results using Probability, RFSVM and DDAG algorithms 

Algorithm Project Class Ⅰ Class Ⅱ Class Ⅲ Class Ⅳ Class Ⅴ 

Probability 
P(%) 93.7 86.0 96.5 85.3 85.3 
R(%) 99.2 76.7 91.7 82.5 96.7 

RFSVM 
P(%) 99.6 81.2 100 81.5 86.7 
R(%) 94.4 81.0 98.1 81.9 92.7 

DDAG 
P(%) 92.2 81.8 98.2 85.6 88.1 
R(%) 99.2 82.5 92.5 79.2 92.5 

 
Table 2 Classification results of three schemes 

Algorithm Project Class Ⅰ Class Ⅱ Class Ⅲ Class Ⅳ Class Ⅴ 

Method 1 
P(%) 92.3 76.9 100 85.3 97.2 
R(%) 100 83.3 98.3 82.5 85.8 

Method 2 
P(%) 96.8 79.8 100 86.4 98.2 
R(%) 100 85.8 98.3 85.0 90.8 

Method 3 
P(%) 96.8 80.8 100 86.0 96.4 
R(%) 100 84.2 98.3 86.7 90.0 

5. Conclusion 

The RFSVM algorithm can realize the ground classification and recognition of mobile robots 
only based on one-dimensional single-channel tactile information. The core idea of RFSVM is to 
map two classifiers into multiple classifiers by mapping method based on prior probability, and 
then improve the accuracy by voting decision and filtering algorithm. The accuracy of RFSVM 
is 89.6%, which is equivalent to that of DDAG algorithm, but the recall rate of all kinds is 
balanced, which can better improve the preference characteristics of the system. Class I and 
Class III have high accuracy and recall rate, which makes RFSVM have better development 
potential and can be more easily integrated with other algorithms. The accuracy of combined 
RFSVM and DDAG is 92.0%. 

Different output sequence feature extraction methods can further improve the overall 
classification accuracy of the algorithm. The time cost of higher accuracy algorithms will 
increase accordingly. In practical applications, it is necessary to choose between them. 

References 

[1] GAO A, Murphy R R, CHEN W, et al. Progress in robotics for combating infectious diseases[J]. Sci 
Robot, 2021, 6(52). 

[2] SCASSELLATI B, VÁZQUEZ M. The potential of socially assistive robots during infectious disease 
outbreaks[J]. Science robotics, 2020, 5(44). 

[3] HAN Z Q. Review and optimization of research on the relationship between population aging and 
technological innovation[J]. Research on Dialectics of Nature, 2017, 33(10): 80-84. 

[4] IAGNEMMA K D, DUBOWSKY S. Terrain estimation for high-speed rough-terrain autonomous 
vehicle naviga-tion[J]. Proceedings of SPIE - The International Society for Optical Engineering, 2002, 
4715: 256-266. 

[5] Weiss C, Frohlich H, Zell A. Vibration-based Terrain Classification Using Support Vector 
Machines[C]//2006 IEEE/RSJ International Conference on Intelligent Robots and Systems, Beijing, 
China, October 9-15, 2006. IEEE, 2006: 4429-4434.  

[6] Guo B, Nixon M S, Damarla T R, Acoustic information fusion for ground vehicle 
classification[C]//2008 11th International Conference on Information Fusion, Cologne, Germany, 
June 30 to July 3, 2008. IEEE, 2008: 1-7. 



International Journal of Science Volume 10 Issue 3, 2023 

ISSN: 1813-4890  
 

199 

[7] Komma P, Weiss C, Zell A. Adaptive bayesian filtering for vibration-based terrain 
classification[C]//2009 IEEE In-ternational Conference on Robotics and Automation, Kobe, Japan, 
May 12-17, 2009. IEEE, 2009: 3307-3313. 

[8] HOEPFLINGER M A, REMY C D, HUTTER M, et al. Haptic terrain classification for legged 
robots[C]//2010 IEEE International Conference on Robotics and Automa-tion, Anchorage, AK, USA, 
May 3-7, 2010. IEEE, 2010: 1050-4729. 

[9] KIM K, KO K, KIM W, et al. Performance comparison between neural network and SVM for terrain 
classification of legged robot[C]//Proceedings of SICE Annual Confer-ence, Taipei, Taiwan, 18-21 
Aug, 2010. IEEE, 2010: 1343-1348. 

[10] WALAS K, SCHMIDT A, KRAFT M, et al. Hardware implementation of ground classification for a 
walking robot[C]//9th Workshop on Robot Motion and Control, RoMoCo 2013, Kuslin, Poland, July 
3-5, 2013. IEEE, 2013: 110-115. 

[11] WALAS K. Terrain Classification and Negotiation with a Walking Robot[J]. J Intell Robot Syst, 2015, 
78(3-4): 401-423. 

[12] WALAS K, KANOULAS D, KRYCZKA P. Terrain classi-fication and locomotion parameters adaptation 
for hu-manoid robots using force/torque sensing[C]//IEEE-RAS 16th International Conference on 
Humanoid Robots (Humanoids), Cancun, Mexico, November 15-17, 2016. IEEE, 2016: 133-140. 

[13] WU X A, HUH T M, MUKHERJEE R, et al. Integrated Ground Reaction Force Sensing and Terrain 
Classification for Small Legged Robots[J]. IEEE Robotics and Automa-tion Letters, 2016, 1(2): 1125-
1132. 

[14] WU X A, HUH T M, SABIN A, et al. Tactile Sensing and Terrain-Based Gait Control for Small Legged 
Robots[J]. IEEE Transactions on Robotics, 2020, 36(1): 15-27. 

[15] BEDNAREK J, BEDNAREK M, WELLHAUSEN L, et al. What am I touching? Learning to classify terrain 
via haptic sensing[C]//2019 International Conference on Robotics and Automation (ICRA), 
Montreal, QC, Canada, May 20-24, 2019. IEEE, 2019: 7187-7193. 

[16] DuPont E M, Roberts R G, Moore C A. Speed independent terrain classification[C]//2006 Proceeding 
of the Thir-ty-Eighth Southeastern Symposium on System Theory, Cookeville, TN, USA March 5-7, 
2006. IEEE, 2006: 240-244. 

[17] DuPont E M, Moore C A, Roberts R G. Terrain classifica-tion for mobile robots traveling at various 
speeds: An ei-genspace manifold approach[C]//2008 IEEE International Conference on Robotics 
and Automation, Pasadena, CA, USA, May 19-23, 2008. IEEE, 2008: 3284-3289. 

[18] Zhan P. Research on key technologies of anomaly detec-tion based on time series mining[D]. 
Shandong, China: Shandong University, 2020. 

[19] Yang Z, Li P, Bao Y, et al. Speeding Up Multivariate Time Series Segmentation Using Feature 
Extraction[C]//2020 IEEE 4th Information Technology, Networking, Electronic and Automation 
Control Conference (ITNEC), Chongqing, China, June 12-14, 2020. IEEE, 2020: 954-957. 

[20] PLATT J C, CRISTIANINI N, SHAWE-TAYLOR J. Large margin DAGs for multiclass classification[J]. 
Advances in Neural Information Processing Systems, 2000, 12(3): 547-553. 

[21] VAPNIK V, LERNER A. Pattern recognition using gener-alized portrait method[J]. Automation and 
Remote Control, 1963, 24: 774-780. 

[22] VAPNIK V N, CHERVONENKIS A Y. On the Uniform Convergence of Relative Frequencies of Events 
to Their Probabilities[J]. Theory of Probability and Its Applications, 1971,16(2):264-280. 

[23] CHERKASSKY V, MULIER F. Guest editorial vap-nik-chervonenkis (vc) learning theory and its 
applica-tions[J]. IEEE Transactions on Neural Networks, 1999, 10(5): 985-987. 

[24] VAPNIK V. Estimation of Dependences Based on Empir-ical Data[M]. New York: Springer-Verlag, 
1982: 139-231. 

[25] KRESSEL U H G. Pairwise classification and support vector machines[J]. Advances in kernel methods: 
support vector learning, 1999: 255-268. 


