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Abstract 

The massive use of video surveillance makes the processing of video information 
become increasingly important. tracking moving objects in video is an important part of 
video processing. Kernel Correlation Filter(KCF) algorithm is a widely used algorithm in 
the field of video processing, which has the characteristics of fast tracking speed and high 
efficiency. However, it is strict with the surrounding environment, and lighting changes, 
scale and shape changes, motion blur, etc. will affect the performance of the algorithm. 
In this paper, an improved KCF algorithm is proposed. The algorithm adds the reliability 
estimation and re detection mechanism to solve the problem of severe occlusion and 
rapid movement of the target. The scale pool method is introduced. Through simulation 
experiments and actual video testing, the improved KCF algorithm can track moving 
objects under poor external environment conditions and achieve satisfactory results. 
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1. Introduction 

As the society develops rapidly, video surveillance systems are becoming increasingly mature, 
and are extensively applied in multiple aspects, whether in streets or high-rise buildings. In 
Guangzhou, for example, according to data released by Guangzhou officials in mid-2015, the 
number of surveillance cameras in the public domain held by the public security department is 
500000, while the number in the private sector must be more. Accordingly, it is estimated that 
there are at least 1 million surveillance cameras in Guangzhou. The accompanying problem is 
that the daily amount of video data cannot be processed well, because the 720P camera stores 
about 800-1200M of video for one hour, and about 24G a day; the 960P camera stores about 
1G-1. 5G for one hour, about 30G a day; while the 1080P camera stores about 1. 6-2G of video 
for one hour, about 45G a day. Assuming that 960P is covered once a week, Guangzhou 
generates 210 million gigabytes of data every week. It would be powerless to examine these 
data manually. If there is an algorithm that only needs to provide a data set and can actively 
find and track the target, it will significantly improve the efficiency and save manpower. This 
algorithm has appeared, and this video tracking algorithm is the KCF algorithm.  

Kernel Correlation Filter (KCF) was proposed by Joao F. Henriques, Rui Caseiro, Pedro Martins, 
and Jorge Batista in 2014. The algorithm was also a sensation at the time, because it had a very 
impressive performance in terms of tracking effect and tracking speed. Subsequently, a large 
number of scholars have studied it and the industry has successively applied it in practical 
scenarios.  
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2. Development Status of KCF Tracking Algorithm at Home and Abroad 

The KCF algorithm collects positive and negative samples through the circulant matrix of the 
area around the target, trains the target detector by ridge regression, and successfully 
transforms the operation of the circulant matrix into the Hadamad product of the vector, that 
is, the point multiplication of elements, through the diagonalization of the circulant matrix in 
the Fourier space, which not only significantly reduces the amount of computation and 
improves the speed of operation, but also enables the algorithm to meet the real-time 
requirements. In addition, it maps the ridge regression of linear space to nonlinear space 
through kernel function, and solves a dual problem and some common constraints in nonlinear 
space. Similarly, circulant matrix Fourier space diagonalization can be used to simplify the 
calculation.  

KCF algorithm is a kernel correlation filtering algorithm and a discriminant tracking method. It 
mainly trains a target filter in the tracking process, uses the target filter to detect the position 
of the target in the next frame, and then uses the newly detected results to update the training 
set and then update the target filter in the next frame. The specific implementation process of 
the algorithm is divided into three parts: training, detection and update [1,2].  

2.1. Training 

The training process of kernel correlation filtering algorithm mainly involves three parts: ridge 
regression, cyclic matrix and kernel function.  

a. Ridge regression 

The training aims to determine a 𝜔 through the sample set  so that the response value of the 
objective function 𝑓(𝑥⃗) = 𝜔𝑇𝑥⃗ on the sample vector 𝑥𝑖⃗⃗⃗ ⃗ has the smallest square error with the 
regression target 𝑦𝑖 , the formula is: 

min
ω

∑ (f(xi⃗⃗⃗ ⃗) − yi)
2 + λ‖ω‖2

i                                                       (1) 

Where, λ represents the regularization coefficient, in order to prevent the filter from overfitting; 
the superscript → represents the vector.  

In order to facilitate the solution, convert the above formula into matrix form: 

min
ω

‖Xω − yi‖
2 + λ‖ω‖2                                                         (2) 

Where, X represents the sample matrix composed of sample vectors, and X = [x1⃗⃗ ⃗⃗ , x2⃗⃗ ⃗⃗ , … , xn⃗⃗⃗⃗⃗]T, y⃗⃗ 
represents the regression vector composed of regression target yi , Y = [y1 , y2, … , yn]

T  [3].  In 
order to find the minimum value, if the derivative of Eq. (2) on ω is 0, it is obtained that: 

ω = (XTX + λI)−1XT y⃗⃗                                                                   (3) 

Where, I represents a unit matrix with the same dimension as X. Convert Eq. (3) to plural form:  

ω = (XHX + λI)−1XH y⃗⃗                                                           (4) 

Where, the superscript H is expressed as a conjugate transpose, and Eq. (4) includes the process 
of finding the inverse of the matrix. Because the amount of computation of matrix inversion 
increases exponentially when the matrix dimension is large, the running speed of the algorithm 
will be greatly reduced. Therefore, the circulant matrix is introduced into the algorithm to 
replace the inverse of the matrix.  

b. Circulant matrix 

The sample matrix used in the training process is obtained by cyclic displacement of the target 
sample, and the cycle of the target sample can be obtained from the permutation matrix. The 
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𝑛 × 1  sample images are represented by the vector 𝑥⃗ = [𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛]𝑇 , and the cyclic 
displacement of the sample vector in the vertical direction is based on the matrix P [4]: 

P =

[
 
 
 
 
0  0  ⋯   0  1
 1  0 ⋯    0  0 
0  1 ⋯    0  0
⋮   ⋮    ⋱   ⋮   ⋮
0  0 ⋯    1  0 ]

 
 
 
 

                                                                        (5) 

The vector x⃗⃗  is shifted once in the vertical direction and can be obtained by Px⃗⃗ =
[xn, x1, x2, … , xn−1]

T, and the vector after n times of translation is the same as x⃗⃗. Putting the n 
vectors together forms a one-dimensional cyclic matrix. The schematic diagram of its effect is 
shown in Fig. 1, where C represents cyclic displacement of the data in parentheses.  

 
Fig 1. Schematic diagram of one-dimensional vector cyclic shift 

For two-dimensional images, the training samples can be obtained from the horizontal and 
vertical cyclic shift, in which the cyclic displacement of the sample vector in the horizontal 
direction is based on the matrix Q: 

Q =

[
 
 
 
 
0  1  ⋯   0  0
 0  0 ⋯    0  0 
⋮   ⋮    ⋱   ⋮   ⋮
0  0 ⋯    0  1
1  0 ⋯    0  0 ]

 
 
 
 

                                                                (6) 

The image matrix X can be translated u times and v times vertically and horizontally by PuXQv. 
The cyclic shift diagram of the two-dimensional image in the horizontal and vertical directions 
is shown in Fig. 2, in which the middle one is the initial image [5].  

 
Fig 2.Schematic diagram of cyclic shift of two-dimensional image. 

According to Eq. 4, the inverse operation is carried out to calculate the solution of ω. It is 
impossible to realize real-time calculation because of the large amount of calculation. A new ω 
formula is obtained by diagonalizing X by Discrete Fourier Transform (DFT), as shown in Eq. 
(7). The original inverse operation with a large amount of calculation is changed into a dot 
product and point division operation in the frequency domain. This kind of method significantly 
reduces the amount of computation for solving ω, thus ensuring the real-time performance of 
KCF algorithm.  

ω̂ =
x̂⃗⃗⊙y⃗̂⃗⃗

x⃗⃗∗̂⊙x̂⃗⃗+λ
                                                                (7) 

 

Basic Samples 

Shift once 

Shift twice 

. 

. 

Shift n-1 times 
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c. Kernel function 

The above formula is a linear calculation in low-dimensional space, which can reduce the 
storage and computational complexity to improve the speed of the tracker.  However, in most 
cases, it is necessary to obtain ideal classification results in high-dimensional space, so a non-
linear mapping function Φ(x⃗⃗) is introduced to make the mapped samples linearly separable in 
high-dimensional space, and its objective function f(x⃗⃗) and weight coefficient ω are: 

f(x⃗⃗) = ωTΦ(x⃗⃗)                                                                        (8) 

ω = min
ω

‖Φ(X) − y⃗⃗‖2 + λ‖ω‖2                                                   (9) 

Since ω is a vector in the Φ(X) = [Φ(x1⃗⃗ ⃗⃗ ), Φ(x2)⃗⃗⃗⃗⃗⃗⃗,… ,Φ(xn⃗⃗⃗⃗⃗))]T matrix space, ω can be expressed 
as:  

ω = ∑ αii Φ(xi⃗⃗⃗ ⃗)                                                                      (10) 

Where, α is the dual spatial variable of ω. Substituting Eq. (10) into Eq. (9), it is obtained: 

α = min
α

‖Φ(X)Φ(X)T − y⃗⃗‖2 + λ‖Φ(X)Tα‖2                             (11) 

To solve ω, it is need to solve α. Let the derivative of Eq. (11) on α be 0, it is obtained: 

α = (Φ(X)Φ(X)T + λI)−1y⃗⃗                                                             (12) 

Introduce kernel function: 

K = Φ(X)Φ(X)T                                                                 (13) 

It is obtained: 

α = (K + λI)−1y⃗⃗                                                                      (14) 

Since K is a circulant matrix, the following results is obtained by diagonalizing it: 

 α = Fdiag(Kx⃗⃗x̂⃗⃗ + λ)FH y⃗⃗                                                            (15) 

α̂ =
y⃗̂⃗⃗

Kx⃗⃗⃗x̂⃗⃗⃗+λ
                                                                      (16) 

The kernel function used in KCF is Gaussian kernel, and the calculation formula is: 

K x⃗⃗x⃗⃗ = exp (−
1

σ2
(‖x⃗⃗‖2 + ‖x′⃗⃗⃗⃗ ‖

2
− 2F−1 (x∗⃗⃗ ⃗̂⃗ ⊙ x′⃗⃗⃗̂⃗ )))                           (17) 

Where, σ is the bandwidth.  

2.2. Detection 

After the sample is trained, the target box detected in the previous frame is used to extract and 
detect the picture in this frame, and the output response formula is  [6]: 

F(Z) = ℱ−1(α̂ ⋅ KXẐ)                                                              (18) 

Where, ℱ−1  represents the inverse Fourier transform, X represents the training sample, Z 
represents the test sample, and the position with the maximum response value is the target 
position of this frame.  

2.3. Update 

In order to meet the change of the target in the process of target tracking, the linear 
interpolation method is used to update the target sample vector and the target appearance 
model. The updated formula is: 

 
αn̂ = (1 − η)αn−1̂ + ηα̂

xn⃗⃗⃗⃗ ⃗̂ = (1 − η)xn−1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗̂ + ηx̂⃗⃗
                                                    (19) 
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Where, n represents the number of frames, α̂ and x̂⃗⃗ represent the target sample vector and 

appearance model of the current frame, αn̂ and xn⃗⃗⃗⃗ ⃗̂ represent the sample vector and appearance 
model learned from the beginning to the n-th frame, and η represents the learning rate.  

In the actual smart kitchen target tracking, multiple adjustments such as target deformation, 
illumination changes, and occlusions will inevitably occur due to the complexity and variability 
of the kitchen environment. The tracking effect of the traditional KCF algorithm is not good in 
the case of serious target occlusion and fast movement. In this project, the improved KCF 
algorithm is proposed, and the reliability estimation and re-detection mechanism are added to 
the algorithm to solve the problem of serious occlusion and fast motion of the target [7]. The 
comparison of accuracy and accuracy between the improved KCF algorithm and the traditional 
KCF algorithm is shown in Fig. 3.  

 
(a) Accuracy         (b) Accuracy 

Fig 3 Comparison of accuracy and accuracy between improved KCF and KCF 

When determining the evaluation model of personnel and material state, fuzzy comprehensive 
evaluation is introduced because there are many evaluation index parameters and the 
ambiguity of each factor, but the results of fuzzy comprehensive evaluation often have a certain 
degree of subjectivity. It synthesizes by improving KCF and fuses multi-class state evaluation 
results by taking advantage of filtering methods in dealing with uncertain information. In 
addition, it effectively avoids the occurrence of contradictory phenomena when high conflict 
evidence is fused by modifying the basic probability assignment, and improves the accuracy of 
the evaluation results.  

3. Limitations  

But over time, KCF's experimental results in various scenes are not satisfactory.  

First, the size of KCF does not change from beginning to end because the target frame has been 
set during the tracking process. However, the size of the target in the tracking sequence changes 
from time to time, which causes the target frame to drift during the tracking process of the 
tracker, resulting in tracking failure.  

Second, KCF does not solve the problem when the target is obscured in the tracking process, 
but this problem has always been a big problem in the tracking community.  

Third, when sufficient samples are selected, the amount of computation is too large to ensure 
the real-time performance of the tracking algorithm. Therefore, most detection-based 
algorithms sacrifice the number of samples to ensure the real-time performance of the 
algorithm, which leads to poor robustness of the tracking algorithm[8].  

The following image is a tracking image obtained without an improved algorithm, such as Fig.4. 
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(a)                                  (b) 

 
(c)                                  (d) 

Fig 4 Track the original image 

This algorithm realizes tracking, but the tracking is extremely vague. Sometimes the fixed target 
box can completely capture the tracking target, and sometimes it can only capture part of the 
tracking target's torso. This is mainly due to the inaccuracy of the data set and the need to scale 
the initial test target. After the correlation filter, the corresponding response response is 
obtained, and then the sizes of different scales of response are compared to determine the 
largest one, which is the optimal target scale value. The optimal scale value is applied to track 
the target, which solves the problem of target scale change in the process of target tracking[9].  

4. Experimental Improvement and Analysis 

4.1. Experimental Improvement and Analysis 

The improvement of the scale is also the core part of this work. The KCF algorithm uses a single 
scale, which will lead to the decline of tracking accuracy when the target is deformed and 
occluded. The scale pool method is introduced into the SAMF algorithm. The scale pool is 
PoolS={0. 985, 0. 99, 0. 995, 1. 0, 1. 005, 1. 01, 1. 015}. Its idea is very simple, which is to calculate 
seven scales for the target of the candidate region in the comparison stage. Compared with the 
target in the previous frame, the target with the largest response value is determined as the 
target in the current frame.  

Depth estimation will inevitably lead to errors. In order to avoid this error, the actual size is 
used to correct the calculated size. The Eq. (20) is as follows: 

S = scale ∙
trueScale

scale
                                                                        (20) 

In the formula, trueScale represents the size value of the tracking area in the first picture, scale 
represents the scale value, and S is the scale value we have calculated[10].  

The schematic diagram of the algorithm is as follows, such as Fig.5 and Fig.6. 

 
Fig 5 Schematic diagram of pool 
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Fig 6 Accurate positioning map 

The tracking effect of the same video after processing has been greatly improved. The following 
figure suggests that the method of introducing scale pool class can realize scale adaptive 
tracking in a small range and improve the accuracy of tracking.  

 
(a)                                       (b) 

 
(c)                                      (d) 

Fig 7 Modification drawing 

In the image above, the tracking algorithm is no longer confused because it disappears from the 
field of view, blurs the figure, is obscured, rotates the back, changes the resolution, and has a 
similar background, but only tracks the torso or missing. Each frame of the picture can firmly 
grasp the tracking target.  

According to the selection of features, excellent features are the basis for accurate tracking. The 
earliest MOSSE algorithm uses a single grayscale feature. Due to the single feature, the 
processing speed of the MOSSE algorithm is very fast, reaching 669FPS/S, but its accuracy is 
very low, less than 0.5[11]. Subsequently, the color feature (CN) is used, and the accuracy of the 
algorithm is greatly improved; KCF algorithm uses directional gradient histogram (HOG) 
feature, which improves the accuracy to about 0.7 (because there is a certain deviation in 
different data sets, there is no specific and accurate value), and the speed also reaches 172FPS; 
after that, it also starts to look for high-quality feature expression, but there is no obvious result. 
Therefore, the method of fusion of multiple features is considered to improve the accuracy of 
tracking, and the gray fusion feature of HOG+CN+ is used in SAMF [12]. It's a simple vector 
superposition [13].  

The Eq. (21) is as follows [14]: 
2 2 1 *

2

1 ˆ ˆexp( ( ) 2 ( ))XXK X X F X X


 − = − + −  

2 2 1 *

2

1 ˆ ˆexp( ( ) 2 ( ))XX

C C

C

K X X F X X


 − = − + − 
                                

       (21) 

X is a single feature extracted in the traditional KCF algorithm, while Xc is a mixture of three 
features. The algorithm is equivalent to a simple vector superposition of the three features[15].  
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4.2. Experimental Analysis 

The calculation of the ring matrix directly converts all the samples into a diagonal matrix for 
processing, because when the cyclic matrix deals with the samples, the samples are not real 
samples, only virtual samples exist. Therefore, we can directly use the unique characteristics of 
the circulant matrix to directly transform the sample matrix into a diagonal matrix for 
calculation. This can greatly speed up the calculation between matrices, because the operation 
of diagonal matrices only needs to calculate the values of non-zero elements on the diagonal. 
Eq. 7 expresses the eigen decomposition of a general circulant matrix. The shared, deterministic 
eigenvectors Flie at the root of many uncommon features, such as commutativity or closed-
form inversion[16]. To put it simply, it performs feature decomposition, that is, it simplifies 
operations and speeds up speed.  

The correlation filter is improved according to the previous MOSSE algorithm, which can be 
said to be the ancestor of CSK, STC, Color Attributes and other tracker. Correlation Filter 
originated from the field of signal processing and was later used in image classification[17].  

The simplest idea of applying Correlation Filter to tracking is that correlation is a measure of 
the similarity between two signals[18]. The more similar the two signals are, the higher the 
correlation value is. In the application of tracking, it is necessary to design a filter template to 
maximize the response when it acts on the tracking target[19]. The position of the maximum 
response value is the position of the target. Correlation filtering was originally a signal 
processing thing, and it was introduced into tracking after the publication of MOSSE. The speed 
and accuracy of the calculation are very good, so it has achieved good results[20].  

5. Conclusion 

KCF algorithm is an excellent target tracking algorithm, but it is not perfect in complex 
environment. This work improves the KCF algorithm and integrates the MOSSE algorithm and 
the SAMF algorithm, which improves the speed of the algorithm, can be adjusted according to 
the situation, and can track the target for a long time. In addition, it adds HOG features to solve 
the problem of poor tracking results of the algorithm in fuzzy processing. Experimental results 
show that the robustness and tracking speed of the proposed algorithm are better than the 
original KCF algorithm.  
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