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Abstract 

Reasonable and orderly use of land resources is an important foundation for sustainable 
development. In order to use land in a reasonable and orderly manner, it is necessary to 
make quantitative predictions of land demand. In response to this demand, this article 
proposed to establish a forecast model based on historical data and regression methods. 
Firstly, three factors closely related to land use were selected as independent variables, 
and industrial land quantity was used as the dependent variable to construct a 
regression equation, after conducting corresponding accuracy tests on the equation, the 
future land use was quantitatively predicted by using the equation. The research results 
can provide effective references for the rational use of land. 
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1. Introduction 

Land is one of the most important natural resources for human living and economic 
development. According to different uses, government departments classify land into different 
types such as agricultural land, industrial land, commercial land, residential land, etc. Due to 
the limited availability of land resources, in order to achieve sustainable development, the 
government has strict regulations on the supply and use of land. In the process of land use 
management, predicting the quantity of land resources is the foundation for land management 
work. For quantitative prediction, it is an ideal method to establish regression equations using 
regression methods on the premise of rich historical data. This article is based on relevant 
historical data in Shandong Province to construct a regression equation for industrial land use, 
in order to predict the future industrial land use in Shandong Province. 

2. Method and Data 

2.1. Data Collection 

Machine learning aims to find patterns behind things through historical data, and linear models 
are a method of describing the laws behind things. At the same time, most problems can also be 
represented by linear models Linear regression analysis is a statistical analysis method that 
determines the quantitative relationship between two or more variables that are 
interdependent. Essentially, this dependency relationship between variables is a type of linear 
correlation, which is the theoretical basis of linear regression models 

For the industrial land use, through relevant research, we selected GDP (x1), fixed assets 
investment (x2) and industrial output value above designated size (x3) of Shandong Province 
from 2001 to 2015 as independent variables to predict the industrial land use (y) of Shandong 
Province. According to the statistical data published by the government over the years, we 
sorted out the relevant sample data, as shown in Table 1. 
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Table 1: Historical data on industrial land use and related indicators in Shandong Province 

Year Industrial land 
quantity(Km2) 

GDP(Billion CNY) Fixed assets 
investment(Billion 
CNY) 

Industrial 
output value 
above 
designated 
size(Billion 
CNY) 

2001 363.5 9 438.31 2 807.79 9 377.372 6 

2002 413.5 10 552.06 3 509.29 11 497.532 7 

2003 472.6 12 435.93 5 328.44 16 192.752 4 

2004 537.5 15 490.73 7 629.04 22 269.063 9 

2005 603.0 18 516.87 10 541.87 31 102.982 4 

2006 643.7 22 077.36 11 136.06 42 225.745 5 

2007 690.7 25 965.91 11 136.06 55 437.921 1 

2008 733.6 31 072.06 15 435.93 72 156.673 3 

2009 734.4 33 896.65 19 030.97  91 004.449 3 

2010 775.7 39 169.92 23 276.69  104 655.116 7 

2011 801.1 45 361.85 26 769.73  119 338.229 7 

2012 819.5 50 013.24 31 255.96  132 978.589 2 

2013 807.9 54 684.33 36 789.07  148 058.361 2 

2014 934.6 59 426.59 42 495.55  162 301.575 6 

2015 1 044.1 63 002.33 48 312.46  174 474.193 7 

2.2. Correlation test. 

For regression analysis models, the correlation between independent and dependent variables. 
Reflected the degree of influence of independent variables on dependent variables, therefore, 
established regression analysis. The model needs to calculate the correlation between the 
independent variable and the dependent variable, when the correlation. Models only have 
practical significance when they are very high. Calculate this article based on basic data. The 
correlation coefficient score between y and x1, x2, and x3 among the various indicators adopted. 
The values are 0.9549, 0.9404, and 0.9485, all exceeding 0.9, indicating the dependent variable. 
There is a strong correlation with the independent variable, and the selection of indicators is 
reliable. 

2.3. Regression model. 

A multiple regression model refers to the selection of independent variables x1, x2 ,... xi that 
affect a dependent variable y to be studied, and the establishment of a multiple regression 
equation: 

  𝑦𝑖 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 +⋯+ 𝑏𝑘𝑥𝑖                                                            (1) 

 

3. Results and Discuss 

In this study, SPSS software was used as the solver computational tools. According to the 
multiple regression model used in this article and Table 1. Design and establish a prediction 
model for industrial land use in Shandong Province based on basic data preparation. The 
specific operation steps and calculation results are as follows: 
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3.1. Data input. 

Input data into SPSS as the following: 

Y=[363.5 413.5 472.6 537.5 603 643.7 690.7 733.6 734.4 775.7 801.1 819.5 807.9 934.6 1044.1] 

X1=[9438.31 10552.06 12435.93 15490.73 18516.87 22077.36 25965.91 31072.06 33896.65 
39169.92 45361.85 50013.24 54684.33 59426. 59 63002. 33] 

X2=[2807.79 3509.29 5328.44 7629.04 10541.87 11136.06 12537.02 15435.93 19030.97 
23276.69 26769.73 31255.96 36789.07 42495.55 48312.46] 

X3=[9377.3726 11497.5327 16192.7524 22269.0639 31102.9824 42225.7455 55437.9211 
72156.6733 91004.4493 104655.1167 119338.2297 132978.5892 148058. 3612 162301. 
5756 174474. 1937] 

After calculation, the calculation result returned by SPSS is: 

b0＝228.78，b1＝0.029，b2＝－0.003，b3＝－0.005 

Which means the regression equation is: 

y=228.78+0.029x_1-〖0.003x〗_2-0.005x_3 (2) 

Meanwhile, the variance interpretation rate of the regression results is R^2=0.92, indicating 
that the fitting degree of the regression results is very good. 

After the regression model is established, the independent variable of 2016 can be substituted 
into the model to calculate the industrial land use in 2016, and the result is 1111.4 square 
kilometers. 

4. Conclusion 

The key to using a multiple regression model for prediction is whether the independent 
variable is closely related to the dependent variable and can largely determine the changes in 
the dependent variable. The use of statistics closely related to industrial land use in reality to 
predict the amount of construction site land has been shown to be feasible through practical 
calculations, and the results obtained have high reliability. However, it should also be noted 
that with the continuous improvement of factor productivity and the continuous optimization 
of land use efficiency, the growth of land output efficiency in the long run is not linear, but rather 
reflects exponential growth. Therefore, using nonlinear models for prediction over a longer 
period of time may achieve more approximate results. 
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