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Abstract 

Due to the rapid development of network technology, traditional network models are difficult 
to characterize the topology of current networks. The theory of complex networks provides 
new ideas for the study of the topology of real networks, while there is considerable interest in 
the link prediction of complex networks. In this paper we give a model of complex networks 
with predictor, and prove that the new network model has a stationary degree distribution. In 
addition, empirical research shows that the model has a high clustering coefficient when the 
size of the network tends to infinity. 
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1. Introduction 

As an important  tool of many fields, networks are attracting more and more attentions. It is showed 
that the topological structures will directly lead to different network performances[1-4].. 

In 1999, Barabási and Albert [5-6]pointed out the importance topological properties of a real network: 
the degree distribution of network obeys power-law distribution, i.e.  kkP )( ,where   is a 
parameter of power-law distribution, regardless of the size of the networks. And the network with 
such a feature is called scale-free network. The scale-free networks has different degree distribution 
characteristics with other random networks: it's the vast majority of nodes connected to only a small 
number of other nodes, but there are some nodes are connected with the large number of nodes. So we 
can not use the random network model to describe the topology of the Internet, because its node 
degree distribution does not obey Poisson distribution. Therefore, the researchers believe that there 
must be some organization in complex networks of their own laws, and it is different from the 
principle of random networks[7], and certainly not in line with the nature of the rules networks[8]. 

Many social, biological and information systems can be well described as a network in which the 
nodes represent individual,and links represent the relationship or interactions between the nodes. 
Therefore, the study of complex networks has become the focus of many branches of science. Link 
prediction[9] was proposed as an important link between network structure and network evolution,. 
Link prediction algorithm can also predict the evolution of the network links that may arise. For 
example, on online social networks, it can help users find new friends, there by increasing their 
loyalty to the site. 

In this paper we study some stationary properties of the complex networks. Firstly, we proposed a 
Scale-free model of complex networks, and its initial condition is similar with the BA model. We 
proved that this model has a stationary degree distribution in line with the actual characteristics of the 
real network. Furthermore, we introduced the predictors to improve the model with the idea of link 
prediction, it also proves that the new model has a stationary degree distribution. Then the network is 
simulated by computer programming and we verifies the corresponding properties. In addition, 
network simulation shows that our model has a larger clustering coefficient . After the study, we will 
verify the other features of networks one by one. 
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2. Scale-free model with its degree distribution 

We consider a growth model connected by undirected edges, which satisfies the following 
conditions:  

(1) Assuming it is a complete graph of m nodes at the initial moment;  

(2)A new node with m edges is added to the network per unit time: the first edge of  the new node 
connects to the existing node with preference probability, i.e. the probability of a new node connects 

the node i is proportional to the degree of node i ik , that is 
 j

k j

ik
. the remaining m-1 edges of the 

new node connects to the neighbor nodes of node i equiprobably.    

As can be seen from the model, at time t, a node s may be connected by new node in two ways: (a) be 

connected to the first edge of the new node by the probability of 
 j j

s

k

k
; (b) if the neighbor node of 

node s has been connected to the first edge of a new node, then node s is connected to the new node by 

the probability of 
jk

m 1
. 

So we can draw on differential equations with )(tks , such as equation (2-1): 
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in which ),( jsj  represent all the neighbors of node j. Known from the initial conditions, node s is 

added to the network by msks )(  at the initial time s, and at the time of t, the total degrees of nodes 

in the network is )1(2  mmmtk
j j . So   
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Then, according to the initial conditions, 
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By (2-3), we can see that: if t is bigger, and s is smaller, then the degree of the node is greater. And it 
is precisely a good explanation of "Matthew Effect", which is the phenomenon of rich get richer in 
network science. However, random network can not explain. (2-3) also shows that the probability of 
the degree of a node that less than a fixed value k is 
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 Assume that new node is added to the network by equal time intervals, so 
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From (2-4) and (2-5), we obtain 
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So, the degree distribution )(kP  is  
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When the size of the network tends to infinity, i.e. t , the model has a stable distribution of the 
degree. This is consistent with the results in the literature [9]. 

3. New Scale-free model added predictor  

Since we need to consider much influence between the existing nodes and the new nodes during the 
process of the formation of the Scale-free model, whether the link between the nodes is also 
influenced by other factors. Here, we introduce the predictive factor to consider its impact on network 
model. So this new model would meet the following conditions: 

(1) It is a complete graph of m nodes at the initial moment;  

(2)A new node with m edges is added to the network per unit time: the first edge of  the new node 
connects to the existing node with preference probability, meanwhile  it is influenced by predictors  , 
i.e. the probability of a new node connects the node i is relate to   and proportional to the degree of 

node i ( ik ), that is 
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neighbor nodes of node i equiprobably.    

    As can be seen from the model, a node s may be connected by new node in two ways: (a) be 

connected to the first edge of the new node by the probability of 
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; (b) if node j, the 

neighbor node of node s, has been connected to the first edge of a new node, then node s is connected 

to the new node by the probability of 
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m 1
. 

So we can draw on differential equations with )(tks , such as equation (3-1): 

 

      
jjsj j j

j

j j

ss

k

m

k

k

k

k

dt

dk 1

),(








    ）（）（ 


                            (3-1) 



International Journal of Science Vol.2 No.11 2015                                                             ISSN: 1813-4890 

 

76 

 

where ),( jsj  represent all the neighbors of node j. According to the initial conditions, node s is 

added to the network by msks )(  at the initial time s, and at the time of t, the total degrees of nodes 

in the network is )1(2  mmmtk
j j . So   
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Solving the differential equations (3-2), 
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where C is a constant, depending on the initial conditions, substitute msks )(  into the equation 

(3-3), 
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Therefore, substitute the (3-4) into (3-3), we obtain:   

 

mmms

mmt

m

m
tk m

m

s



  




 2
2

]
)1()m2(

)1()m2(
[)(                            (3-5) 

 

It is similar to the result of the model without adding the predictor, (3-5) can also explain the 
phenomenon of rich get richer precisely. However, random networks and  rule networks can not 
explain.        

According to (3-5), the probability of the degree of a node that less than a fixed value k is 
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 And assume that new node is added to the network by equal time intervals, so 
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From (3-6) and (3-7), we obtain 
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So, the degree distribution )(kP  is  
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When the size of the network tends to infinity, i.e. t , the degree distribution of the model is 
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From (3-10), we can find that degree distribution of the network is approximately proportional to 
)(3-

k m



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It is a distribution with a power-law decay tail, so it also has a behavior of power-law. Similarly, the 
model has a stable distribution of the degree.  

So, by deduction, we proved that the new Scale-free model after adding predictors also has a stable 
distribution of the degree.  

4. Results analysis and discussion by computer simulation 

To test the theoretical results, we simulate the evolution of the network by computer programming, 
then we calculate the degree distribution and clustering coefficient of the network, and drawing based 
on data obtained by simulation. 

Firstly, we can plot the graphics of kkP )(  according to the data obtained by programming. 
However, we can not judge whether it presents a distribution of power-law directly form the graphics. 
If the degree distribution satisfies  kkP )( , then taking the logarithm of its two sides by using the 
idea of replacing the curve by straight lines, we obtain:  

 
)ln())((ln kkP                                                            (4-1) 
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So the graphics about )ln())((ln kkP   would be a monotonically decreasing line based on the data 
obtained, which is easy to distinguish. Therefore we must plot the graphics of )ln())((ln kkP  . 
Finally, plot the graphics of ttC )( , where )(tC  is the clustering coefficient of the network. 

4.1 Graphics of degree distribution 

Plot the graphics of kkP )(  and )ln())((ln kkP   according to the data obtained by programming. 

Let m0 = 6, m = 6,  = -1, sumN = 10000, draw the graphics of degree distribution of the model, as 
shown in Fig. 4-1. 

 
Fig. 4-1. degree distribution when m0 = 6, m = 6,  = -1, sumN = 10000 

    (2) Let m0 = 10, m = 10,  = -1, sumN = 10000, draw the graphics of degree distribution of the 
model, as shown in Fig. 4-2. 

 
Fig. 4-2. degree distribution when m0 = 10, m = 10,  = -1, sumN = 10000 

    (3) Let m0 = 10, m = 10,  = -1, sumN = 50000, draw the graphics of degree distribution of the 
model, as shown in Fig. 4-3. 

 
Fig. 4-3. degree distribution when m0 = 10, m = 10,  = -1, sumN = 50000 
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By comparing the above three figures, Fig. 4-1, Fig. 4-2 and Fig. 4-3 , we find that the degree 
distribution of the new model obeying the power law.  

Comparing Fig. 4-1 and Fig. 4-2, we can find that when sumN is certain, m0 and m is different, the 
relationship between )(kP and k is different, but they both present in the form of a power law.  

Comparing Fig. 4-2 and Fig. 4-3, we can find that when m0 and m are certain, and sumNs are great 
but different, the relationship between )(kP and k is basically the same. It provides further evidence 
of the model with stable distribution of degree. That is, when the size of network tends to infinity, the 
distribution of degree is only related with the degree k regardless of the size of network.  

4.2 Graphics of clustering coefficient 

Plot the graphics of ttC )(  according to the data obtained by programming. 

(1) Let m0 = 6, m = 6,  = -1, sumN = 10000, draw the graphics of clustering coefficient of the model, 
as shown in Fig. 4-4. 

 
Fig. 4-4. clustering coefficient when m0 = 6, m = 6,  = -1, sumN = 10000 

(2) Let m0 = 10, m = 10,  = -1, sumN = 10000, draw the graphics of clustering coefficient of the 
model, as shown in Fig. 4-5. 

 
Fig. 4-5. clustering coefficient when m0 = 10, m = 10,  = -1, sumN = 10000 

(3) Let m0 = 10, m = 10,  = -1, sumN = 50000, draw the graphics of clustering coefficient of the 
model, as shown in Fig. 4-6. 

By comparing the above three figures, Fig. 4-4, Fig. 4-5 and Fig. 4-6, it is easy to see that when the 
size of the network tends to infinity, clustering coefficient tends to stable, and it is a constant which is 
independent of the size of network. This is also consistent with the conclusions of scholars. While in 
the random network, when the size of network tends to infinity, the clustering coefficient tends to 0. 
Thus, the model has a greater clustering coefficient. 
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Fig. 4-6. clustering coefficient when m0 = 10, m = 10,  = -1, sumN = 50000 

5. Conclusion 

In this paper, we propose a Scale-free model in complex network, and verify it by both the theory 
method and computer simulation method. Then, we introduce the predictor, and make link prediction 
in the established model. The results show that the model we have established has a stationary 
distribution of degree, and the new model adding predictors also has the same properties. Meanwhile, 
the numerical experiments show that the clustering coefficient stabilizes, which is consistent with the 
topological properties of the real networks. 
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