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Abstract

Particle swarm optimization algorithm is an excellent algorithm for solving optimization
problems. Inertia weight and learning factor in particle swarm optimization algorithm adjust
lonely, which can weaken the unity of evolution algorithm. It is difficult to adapt to complex
nonlinear optimization, this paper puts forward a new kind strategy to strengthen the
correlation between inertia weight and learning factor, which can control learning factors based
on dynamic inertia weight. Through control the dynamic adjustment of inertia weight and
learning factors to balance the global exploration and local development ability of the algorithm.
In addition, this paper adopt the time factor as the weight of the linear function, in order to
further improve the local development ability and faster convergence speed in the late iteration.
Consider the contradiction between convergence and diversity of particle swarm algorithm,
this paper puts forward the strategy that limiting the boundary position and adjusting the
position to the symmetrical position when it beyond the border, to avoid particle flying away
from area resulting in a decrease of species diversity, as well as making particles quickly
converge to global optimal. This proposed DPSOPS can effectively improve the convergence
rate and convergence speed compare with formal PSO. Applied to the optimization of base
station planning issues, the higher coverage and more optimized distribution strategy can be
found under the condition of a given.
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1. Introduction

Particle swarm optimization algorithm was proposed by Kennedy and Eberhart in 1995[1], simply
called PSO, originated in the research of feeding behavior of birds and fish. Because of its versatility
and simple algorithm formula, and have strong ability of global optimization, the PSO quickly
become a powerful tool to solve difficult problems. It has been widely used in electric power system
optimization, clustering analysis, neural network training, and many other fields. Although, the
particle swarm optimization has so many advantages, in the late iteration algorithm, the algorithm is
easy to fall into local optimum because of the reduction of species diversity; we also call this
phenomenon of premature convergence[2].

Many researchers have done a lot of work to improve the basic algorithm, there is many variations of
it have been proposed. Besides inertia weight improvement strategy, many scholars introduced other
algorithms into the particle swarm optimization. Inertia weight and learning factor in particle swarm
optimization algorithm adjust lonely, which can weaken the unity of evolution algorithm. It is difficult
to adapt to complex nonlinear optimization, this paper puts forward a new kind strategy to strengthen
the correlation between inertia weight and learning factor, which can control learning factors based
on dynamic inertia weight. Through control the dynamic adjustment of inertia weight and learning
factors to balance the global exploration and local development ability of the algorithm. In addition,
this paper adopt the time factor as the weight of the linear function, in order to further improve the
local development ability and faster convergence speed in the late iteration. Consider the
contradiction between convergence and diversity of particle swarm algorithm, this paper puts forward
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the strategy that limiting the boundary position and adjusting the position to the symmetrical position
when it beyond the border, to avoid particle flying away from area resulting in a decrease of species
diversity, as well as making particles quickly converge to global optimal. Applied to the optimization
of base station planning issues, the higher coverage and more optimized distribution strategy can be
found under the condition of a given.

2. DPSOPS Algorithm

This section will present PSO briefly. Then improved the original algorithm and design the new
algorithm DPSOPS.

2.1 PSO

Particle swarm optimization (PSO) is swarm intelligence based metaheuristic algorithm proposed by
Kennedy and Eberhart. High decentralization, cooperation among the particles and simple
implementation make PSO efficiently applicable to optimization problems.
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Fig. 1 The updating of particle position
In PSO, each individual in the swarm, called a particle. It has three main components, particles, social

and cognitive components and the velocity of the particles. Cognitive learning is represented by
personal best and social learning is represented by the global best value. The p, solution is the best

solution the particle has ever achieved in its history, the p, value is the best position the swarm has

ever achieved. The swarm guides the particle using parameter p,. Together cognitive and social
learning are used to calculate the velocity of particles to their next position (Fig. 1 is the updating of
particle position). Each particle updates its speed and position, according to the following iterative
formula, and produces a new particle of the next generation.

{ﬂxei?i = wixf; + eyrand1()(pls — x) + erand2()(pfa — xf)

1
xft =xf 4+ AxE? )

The ith particle is represented as X; = (x,,, x;4,....%;5), C1 and C; are positive constants, rand1( )
and rand 2( ) are random numbers between 0 and 1,D is the dimension of the search space. The pBest
solution is P, = (p,1,2;2, --.P;p) - The pBest solution is F; = [pgl,pgg,---,pgﬂ) and the position
change is represented as AX; = (Ax;;, Ax;q, ..., Ax;p).

2.2 Improved focus

2.2.1 The setting of inertia weight

Inertia weight of PSO algorithm is an extremely important parameter, the setting of it directly related
to the algorithm’s ability to develop and explore. Greater weight value will help improve the global
search ability of the algorithm, which can avoid premature caused by the local minimal. Smaller
weight value helps to achieve accurate search of search area, improve the convergence precision

(31, Although linear decreasing weight can balance the global exploring ability and local search ability
to some extent, its value shows the tendency of a linear gradient with the increase of the number of
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iterations, which will cause the local search ability becomes poor in the later. So set it as nonlinear
changes. Paper [4] using the Sugeno function in fuzzy theory to produce a set of decline curve that
changes from large to small, and using them as alternative choice of inertia weight curve in particle
swarm optimization. Experiments point out that the function curve is conducive to expand the search
space through the change of weight at the beginning of the iteration, as well as avoid premature
convergence. However the algorithm is not stable, as a poor convergence results at the end especially.
After many experiments, this paper uses the following function to control the inertia weight, which
can make each particle group has its unique inertia weight value:

W= Wmgy — (Wimgx — Winin ) {tﬂj-"lrrrr‘.!cx (2)
The new algorithm uses multiple inertia weight value at the same time, instead of using a single inertia
weight value. In the process of iterative evolution, it can gradually eliminate poor weight value and
leave the weight value with good effect, so as to adapt to solve a variety of functions without the need
for a preliminary analysis and selecting weights.
A contrast experiment research was made among the new algorithm, PSO algorithm with the strategy
of the linear decreasing deciding inertia weight, the nonlinear decreasing PSO algorithm with Sugeno
function curve and the improved PSO algorithm with new dynamic weight curve . The key
parameters in the algorithm with new inertia weight is n, this paper values it as {0.16,0.3,0.6,1,2,
3,5,9}. Iterative 400 times, the curve is shown in Fig. 2.
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Fig. 2 The curve of inertia weight

This paper selects the function g, ) — % 4T 2580, The maximum weight is 0.9.
The minimum weight value is 0.4. The experiment iterates 400 times respectively. Results is shown
in Fig. 3 the new algorithm, PSO algorithm with the strategy of the linear decreasing deciding inertia
weight, the nonlinear decreasing PSO algorithm with Sugeno function curve and the improved PSO
algorithm with new dynamic weight curve Blare colored in black, pink, blue and green. The contrast
experiment results shows that it has stronger global searching ability compared with the PSO
algorithm with traditional nonlinear decreasing strategy; and converges to a better result compared

with the other two types PSO algorithm.
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Fig. 3 The optimal curve of three algorithms
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2.2.2 Asynchronous learning factor

In the process of optimization iteration, two learning factors ¢, and ¢, changes with time called
asynchronous. The values of two learning factors determine the influence of the particles self-
knowledge and social cognition on particle trajectories, which can reflect the degree of information

exchange between particles in groups. Larger ¢, value would make the particles hovering at local
scope too much, and larger ¢, value would lead to particle premature convergence to local minimum
[6] This paper sets the learning factors change according to the following expression:

€1 = s — (€40 — €3 ) Xw

C3 = Cge + (CZE - CZsj R w (3)
Explain that ¢, and ¢, are the initial value of learning factors ¢, and ¢, respectively, ¢, and ¢,, are
the termination value of learning factors ¢, and ¢, respectively.
This set is conducive to realize the quick search and strengthen the global search ability at the
beginning of the optimization iterations, as the particle's social learning ability weaker and self-
learning ability stronger. In the later stages of the optimization iterations, the particle's self-learning
ability is weaker and the ability of social learning is stronger, which is advantageous to the local fine
search and converging to global optimal solution with higher accuracy.

According to the last section, the corresponding changing curves of the learning factors can be shown
as the Fig.4.
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Fig.4 The change curve of the learning factor
2.2.3 Asynchronous time factor

After a careful study of the standard PSO algorithm, and found that the location of particle is updated
in the original position plus the velocity of the current time as the location of the next time. In physics
concept,, only the two physical quantities with same dimension can be direct process, that only
displacement and displacement can be operated as well as velocity and velocity can be operated.
However, the position and velocity are operated directly in the new the position and velocity update
formula, so there is implicit time factor in the position and velocity update formula. The traditional
particle swarm algorithm update each particle position where time factor is a fixed constant of 1,
which is an important factor leading the particles oscillate back and forth in the vicinity of the optimal
solution [7],

{&xz?;l = wAxf; + c;rand1()(pf; — x5;) + corand2() [p;ﬂ. — x5 @
xiFt = xfy + TAx?

Experiments show that choosing an appropriate T time factor plays a positive role of convergence of
the algorithm. This paper construct a linear time factor asT = 0.3 + w, when T = 1, the formula (4)

is the original formula (1); When the T Is not equal to 1, the time factor value is bigger in the early
iterations of the algorithm that is conducive to achieve rapid global search. Along with the iteration,
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time factor is more and more small. Smaller time factor is advantageous to the local fine search that
is easy to find the global optimal point and high precision.

2.2.4 Speed and boundary limit policy

When there is large distance between the particles current position from individual optimal position
and the global optimal position, the velocity update step length must be larger. In this case, the
velocity of the particles updated by formula (1) must be very large, which will cause particle flying
away from solving area and decrease of species diversity. Moreover, excessive velocity also can make
particles can’t quickly converge to global optimal. But such situation can be avoided by the velocity
limit 8, Maximum velocity limit determines the resolution of the area from the current position to the
best position, which equivalent to the accuracy of the solving interval.

I = p(Xpmae — Xmin):2 € (0,1) is the maximum velocity of the particle in dimension d. To
further improve the performance of PSO algorithm and prevent particles fly away from search region
which can result in reducing of population diversity, this paper increases position symmetric recall
strategy when beyond the border. When particles fly off border, the position of particle can be
adjusted to the location of the symmetrical about border. The adjust rule can be expressed as:

xfy +TAxEF" xfy + TAxGE € [Xpni X ]
X550 =4 22y — (g FTAxGY), x5y + TAXT < Xy ®)
2x, . — (x5 + TAxEY), x5, + TAxE Y = x, .
Explain that x,, . .andx, .. are the upper and lower bounds of search space respectively.
2.2.5 Reverse learning

This improve inspired by NPSO algorithm[®l, which is a modified form of the basic PSO and was
introduced in 2005, each particle adjusts its position according to its own previous worst solution and
its group’s previous worst to find the optimal value. The strategy here is to avoid a particle’s previous
worst solution and its group’s previous worst based on similar formula of the basic PSO!0,

Following Eberhart and Kennedy’s naming conventions; D is the dimension of the search space.
The ith particle is represented as X; = (x;q, X5, ... X;5), ItS previous worst is P; = (4,22, - Pip) -
The index of the worst in the whole group is g and the position change is represented as
AX, = (Ax,q, Axyy, .., Axp ).
Each particle updates its position with the following two equations:

AxEt = Axfy + oyrand1()(xf; — ply) + corand2()(xf; — p;d) ©)

Xigh = xig+Axg?

Where c1 and c; are positive constants, randl () and rand 2( ) are random numbers between 0 and 1.

When the optimal position don’t updated within a certain iteration steps, argues that algorithm has
ground to a halt. This paper creates reverse learning to help the particles jump out of local optimum.
Firstly selecting ~" particles in current population (¥'= N/4,¢ is the number of parameter value that
contained by inertia weight control function), the n" particles run T* times reverse learning; the other
(N — n') particles remain positive learning as usual. The ith particle that process reverse learning learn
from the worst position of the particle, which can be recorded asq; = (g;4,4;2, ---,4;p)- The velocity
of ith particle that process reverse learning updates follows the formula:

Axift = wixl + egrand1()(xly — af) + corand2()(xf — q5e) (7)
Learning factors ¢; = 0.7. ¢, = 0.3, and the number of reverse learning iteration is T'="T/10. g/},
refers to the d dimension values of the worst position that the ith particle has got iterate to t generation.

g refers to the d dimension values of the global worst position that all particle has got iterate to t
generation.
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2.3 The new algorithm: DPSOPS
2.3.1 Design of DPSOPS

According to the section 2.2 comprehensive, this paper put forward an improved particle swarm
algorithm named DPSOPS, namely the particle swarm algorithm with learning factors and time factor
adjusted according the inertia weight and velocity limit and position symmetric recall strategy. The
inertia weight value is dynamic optimal evolution according to the given initial parameter

{ﬂl, g, n,p} , the velocity and position update formula as follows:
AxEHt = wAxly + cyrand1 () (pl; — x5) + corand2()(ply —x5)
x;:d + T.-ﬁxf;l, (xztri + Tﬂxfé"lj = [xm:'ﬂ.’ xmr.z.x] (8)
x:‘:j- = X — (xzrd + T&xﬂ-lj’{x:ﬁl‘ + Tﬁxttgl} < Xmin

2% ax — (x:-ri + T&xﬂ-lj’{xfd + Tﬂxfglj = Xmax
Among them:
W= Wingy — (Wingx — Winin ) {tn:].irrr;cwﬂ € {nirﬂ'E! ﬂ"iﬁ'}
€1 = €. — (s — €1 ) X w
€3 = €35 + (€35 — 2. ) X W

max —

Uig p[xmrz.x: - xminj’p = (Drlj

T=03+w
If pf; = piit = - =pi3™ (m > T/10), then select N" particle run T'times as

AxEFt = whAxl; + cgrand1()(xf; — qf) + corand2()(xf,; — q;d) 9)
N'=N/4,c, =0.7,¢c, =03,T =T/op.
2.3.2 The procedure of DPSOPS algorithm
Algorithm is the main computational steps are as follows:

Stepl: Setting right weight values of minimum and maximum Inertia weight w,,,,, and w,, , the initial
value and the end value of learning factor c1 and c2, and values of ¢3 and c4, the maximum evolution
times N. The initial position and velocity of every particle are setting according to the uniform
distribution within the domain. Individual optimal initial position p, is stetted as the initial position;

the optimal location for the whole group 2, is stetted as the best fitness value of particles of the
position.

Step2: Calculate each particle's fitness, comparing the particle's fitness value and the individual
optimum value p,. If the value of current particle is better than p,, then set the individual optimal
value as the current particle.

Step3: Compare the particle fitness populations and the global optimal valuep, . If the value of current
particle is better than p,, then set it as the global optimal value of population.

Step4: Check whether there is only one strategy of inertia weight, if not, turn to the next step. If so,
turn to Step7.

Step5: Optimize the strategy of inertia weight that group with worst fitness value, change the it as the
strategy that the best fitness value groups using.

Step6: Update the particle's speed and position according to the formula (8).

Step7: Check whether group optimal value changes. If there were no changes in successive
m(m = T/10)generations, then go to the next step; otherwise, turn to Step9.

Step8: Update the particle's speed and position according to the formula (9).
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Step9: Check the end conditions. If achieve the optimal maximum number of iterations then stop the
algorithm, or transferred to Step2.

3. Applied to the optimization of base station planning

Base station planning is aimed to make the wireless network meet the needs of user that under the
coverage area; for this purpose choosing the location quantity and configuration parameters of base
station reasonably. As we know, a reasonable planning of base station can’t do without a reasonable
programming model. Before planning should choose appropriate mathematical methods describe the
distribution of the user or business coverage area distribution, clear quality requirements of users. In
this paper, mathematical model is established, and then using dynamic particle swarm algorithm
(DPSO) and improved algorithm to solve.

3.1 Mathematical model
This paper established mathematical model is:

minC = |0] (10)
s.L
PiilijXi - - —
_HUPiJ'Lijxi+[Ei=j..iEﬂPmuLI:J'}'H?:_ﬂg = T-F‘ = ﬂ;_f = _JFJ k - {u,1,23 (11)
Poxi i
VM:I:ﬂL-—i}I:1+F}Pu+J‘-’;_rh = TJ:J eq (12)
st k
YienX; (s_k) =Y (13)
Ny = Mgy * 751 €0,k =1{0,1,2] (14)
Li; ={f(dﬂ'i] =1.c0
Eﬁ]f"‘ Lij -
B;= TE [Pmﬂx (ﬁk + E:’;tj,:'EﬂL_U) + Ny enli;|.1 € .k = {0,1,2} (16)

In which the objective function of formula (10) and (11) express respectively the least number of base
station and the maximum coverage. Formula (12) express down link SNR constraint, which can
ensure the quality of communication, as the signal that launch to the user base station can be
successfully demodulation. Formula (13) express the minimum requirements set of each density areas,
the sum of effective regional coverage ratio ruling out the repeat points covering user , if simple
addition probably won't be covering the requirements. Formula (14) express the uplink station district
general user ni must not exceed the allowed maximum number of users. Formula (15) and (16)
express the link loss and down-link power calculation respectively. Formula (17) said the decision
variables.

Fig. 5 Sample terrain
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3.2 Contrast experiment and analyses

This paper has carried on the contrast experiment between the improved algorithm in this paper and
dynamic particle swarm optimization algorithm. Select a 10 km*7 km developed mountainous area
of a city as sample terrain, which is shown in Fig. 5:

We coded the algorithm with MATLAB R2014a in windows 10 system. Each part of the experiments
was repeated 50 times, and then takes the average of coverage ratio. The results are shown in Table

1.
Table 1 The result of contrast experiment

Algorithm Optimal coverage ratio | Average coverage ratio | Average running time
DPSO 88.74% 83.32% 162.3s
DPSOPS 93.62% 89.21% 118.4s

Using DPSO algorithm run several times, calculate the average coverage ratio is 83.32%, the example
that can represent the average level is shown in Fig. 6 and Fig. 7.

T

L L

Fig. 6 The optirr{al curve of DPSO

Fig. 7 The optimal layout diagram

The DPSO example achieved the final coverage ratio is 84.43%.The optimal curve in Fig. 6 can show
that the algorithm run into the local optimum lead to early maturity. Fig. 7 shows out the early
maturity as repeat coverage on the left side of the region. The dynamic particle swarm algorithm can’t
achieve high coverage ratio.

Using DPSOPS algorithm run several times, calculate the average coverage ratio is 89.21%, the
example that can represent the average level is shown in Fig. 8 and Fig. 9.

The DPSOPS example achieved the final coverage ratio is 89.33%.The optimal curve in Fig. 9 can
show that the algorithm avoid early maturity in certain extent. Fig. 10 shows out the optimal layout
diagram which is more reasonable than another, but it can be improved to avoid repeat coverage and
higher coverage.
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On the whole, the new algorithm DPSOPS has higher coverage and more optimized distribution
strategy.

T

Fig. 8 The optimal curve of DPSOPS

Fig. 9 The optimal layout diagram

4, Conclusion

This paper proposes a novel evolutionary algorithm, DPSOPS, based on the concepts and principles
of particle swarm optimization and NPSO. This algorithm is characterized by employing a variety of
value strategy and the evolutionary principles of PSO and NPSO at the same time. Its effectiveness
and validity are verified by experiment. Applied to the optimization of base station planning issues,
the higher coverage and more optimized distribution strategy can be found under the condition of a
given.

Also notes that the new PSO algorithm can be more perfect. It can be combining with the membrane
computing to further improve, the algorithm this also is later research.
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