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Abstract 

One of the most critical issues in security issues have been information system security 

situation estimation accuracy estimation of the traditional information system can not meet the 

actual application of the information system, in order to estimate the effect of improving 

security situation information system, put forward the estimation model of information system 

based on data mining security situation. The method of collecting a lot of information system 

security of the historical data, and then using data mining combined kernel function to dig out 

the characteristics of information system security situation from the historical data, the 

establishment of information system security situation assessment model, finally model were 

compared, and the other information system security situation assessment results show that the 

model can be found to change the trend of information system security situation, get 

information system security situation better contrast model estimation results, the estimation 

results can improve the security of the information system and formulate corresponding 

preventive measures. 
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1. Introduction 

With the development of information technology, every industry has its own information system, and 

information security is a key technology of information system. Due to different security awareness 

of managers and diversified illegal attack means, it is increasingly important to accurately predict the 

security situation of information system [1-3]. 

The current information system security situation prediction mainly USES the time series forecasting 
method is studied, first to collect the information security data of different periods, and then USES the 

data mining techniques such as autoregressive moving average (ARIMA), neural network, the 

relevance vector machine (RVM), and other [4-7] for information system security situation prediction 

model is established, in all models, ARIMA belongs to the linear model, and the information system 

security situation belongs to nonlinear prediction problem, thus ARIMA to smooth processing of data, 

often lead to information system security situation prediction accuracy is low [8, 9]. For ARIMA, the 

nonlinear prediction ability of neural network is stronger, but it requires a large number of training 

samples and slow convergence speed, leading to the unreliable prediction results of information 

system security situation [10-12]. The predictive performance of RVM is better than that of neural 

network, but its performance is directly related to the types and parameters of kernel functions. A 
single kernel function is used to establish the security situation prediction model of information 

system, and the prediction accuracy needs to be further improved [13]. 

In order to improve the predictive accuracy of information system security situation for the deficiency 

existing in the current information system security situation prediction model, and combining with 

the characteristics of the change of the information system security situation and put forward the 
model of information system security situation prediction based on data mining (ARIMA - RVM), 

using ARIMA and the advantage of RVM, information system security situation prediction model is 

set up, respectively, of information system security situation forecast trend item and random item 

modeling and prediction, the prediction results are superimposed on them get the final prediction 
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results, the information system security situation and to test its performance by simulation 

experiments. 

2. Data Mining Technology 

2.1 Wavelet Transform 

The security situation of information system has the characteristics of periodic and random changes, 

which cannot be accurately described by a single model. Therefore, wavelet transform is adopted to 

decompose the security situation, and trend term and random term are obtained, and then respectively 
modeling and forecasting are carried out. The specific working steps are: 

The j layer decomposition of the original information system security situation data (W) was carried 

out by using wavelet transform, and the trend term (Xj+1) and random term (XZj+1) were obtained as 

follows: 
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Where, H and G are respectively high-pass and low-pass filters. 

Finally, the prediction results of the information system security situation of ARIMA and RVM are 
given. 
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Where, H and G represents the dual operator of sum. 

2.2 ARIMA 

ARIMA is a classical linear modeling method, which can model the trend term of information system 

security situation. The main steps are: 

(1) The security situation data of the information system is non-stationary. First, the security situation 

data of the information system is differentiated and changed into stable data. The stationary data after 

the difference processing is
'{ }tx . 

(2) Calculate the autocorrelation and partial autocorrelation functions according to the security 
situation sample of information system, and establish the preliminary model type of security situation 

prediction of information system. The ARIMA model of 
'{ }tx can be expressed as: 
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(3) The value of the parameter (p, q) in equation (3) is predicted using AIC. 

(4) The ARIMA model of information system security situation prediction was established by using 

matrix prediction method to determine the value of equation (3) parameter ( ja , kb ). 

2.3 RVM 

Suppose the sample of security situation training of information system is:  
1

,


n

i i i
x t , (i=1,2,3,…,n), 

xi, ti are the security situation input and output of information system respectively. Then RVM can 
describe the relationship between them. 

( , ) i i i it y x                                                                        (4) 

In the equation, axial I represents the noise contained in the data. 

By introducing the kernel function K(x,xi), we can get: 
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Where, w represents the weight vector. 

The probability distribution of the i-th training sample is calculated as: 

P(ti|xi)=N(ti|y(xi;w), 2 )                                                            (6) 

The maximum likelihood function of the training sample for the security situation of all information 
systems is established by using the superparameterβ. 
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Where, t=[t0,t1,…,tN]T, 
( 1)  N NR , represents the matrix. 

1

ja  represents the variance of wj, so its gaussian distribution is defined as: 
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The posterior distribution of w is calculated by bayesian formula: 
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By changing equation (9), we can get: 

( | , , ) ( | , ) p w t a a N w                                                            (10) 

Where, the calculation formulas of ∑ and μ are respectively: 
1( )  T A                                                                  (11) 
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Where, A represents the diagonal matrix. 

The values of aj and β are: 
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Where, μj is the JTH element ofμ, and ∑jj is the JTH diagonal element of ∑. 

For the new input information system security situation sample x*, its predicted value (t*) can be 
obtained through equation (15). 

* *( )t x                                                                      (15) 

RVM kernel function directly influences the security situation prediction results of information 

system. Currently, there are many kernel functions that meet the conditions. The most commonly 

used polynomial kernel function and RBF kernel function are: 

poly =(( ) 1)d

iK x x                                                                 (16) 
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Single kernel function has obvious defects. Therefore, this paper constructs combined kernel function 
to realize the security situation prediction of information system. 

mixed 1 poly 2= + rbfK K K                                                           (18) 

Where, ρ1 and  ρ2 are weights. 
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3. Information System Security Situation Prediction Model of Data Mining 
Technology 

The security change of information system is very complex, because it is affected by many factors. 

Therefore we use wavelet transform to information system security situation data processing, get the 

information system security trend item and random item, then ARIMA to forecast the trend of the 
information system security situation in item, at the same time using SVM to predict random item, of 

the information system security situation in the final to overlay information system security situation 

prediction results, the principle is shown in figure 1. 

 

Figure 1. Working principle diagram of ARIMA-RVM 

4. Results and Analysis 

In order to test the information system security situation prediction model of arima-rvm, the 

information system security data of one enterprise was selected as the research object, the first 200 

samples were selected as the training sample set, and the other samples were used to test the 

generalization ability of the model, as shown in figure 2. In addition, ARIMA and RBF kernel 

function RVM (RBF-RVM) were selected for comparison test of information system security 

situation prediction. Root mean square error (RMSE) was used to evaluate the prediction effect of 

information system security situation. The calculation formula is: 
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Where, ix is the value of the security situation of the original information system, 
ix


is the predicted 

value of the security situation of the information system, and n is the sample number. 

 

Figure 2. Sample security situation of information system 
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The security situation data of the first 200 information systems were input into RVM for training. 

Different kernel functions were used to predict other samples, and their RMSE was counted. The 

results were shown in table 1. Information system security situation prediction error of table 1 

compare and analysis found that the polynomial kernel function of information system security 
situation prediction error is the largest, this is because it cannot fully describe the characteristic of 

information system security situation changes, and the combination of kernel function of information 

system security situation prediction error is smaller than a single kernel function, the results show that 

the selection combination kernel function of RVM to establish information system security situation 

prediction model is feasible. 

Table 1. RMSE comparison of different kernel functions 

Kernel function type RMSE 

Polynomial kernel function 4.95 

RBF kernel function 3.03 

Combinatorial kernel function 2.15 

In order to further improve the prediction accuracy of information system security situation, 
arima-rvm makes predictions on it, and the results obtained are shown in figure 3. At the same time, 

ARIMA and rbf-svm are adopted to model and predict the security situation of information system, 

and their predicted results are shown in figures 4 and 5. To figure 3 ~ 5 of the information system 

security situation analysis, the predicted results can be found that ARIMA - RVM prediction results 

of the information system security situation in the optimal, can better simulate the future trend of the 
information system security changes, mainly because of the information system security situation 

trend part by ARIMA capture, overcome the limitations of single model, improve the prediction 

precision of the information system security situation, the single ARIMA and RBF - the prediction 

accuracy of the information system security situation in RVM is low, there are many points of 

prediction error is still large. 

 

Figure 3. Prediction results of ARIMA-RVM information system security situation 

 

Figure 4. Prediction results of ARIMA information system security situation 
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Figure 5. Prediction results of RBF-RVM information system security situation 

5. Conclusion 

Prediction method in traditional information system security situation prediction accuracy is low, 

can't meet the problem of information system application, puts forward the model of information 

system security situation prediction based on data mining, the results show that this model can be 
found that the tendency of the information system security situation, better than other models of 

information system security situation prediction results, has good practical application value. 
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